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ABSTRACT 

The goal of our heart disease prediction model  is to determine if a patient should be diagnosed with heart disease or not, 
which is a binary outcome, so: Positive result = 1, the patient will be diagnosed with heart disease. Negative result = 0, 
the patient will not be diagnosed with heart disease. In this work, IoT based Healthcare system for diabetics disease 
prediction is proposed using Gaussian Naïve Bayes machine learning algorithm. The proposed Gaussian NB algorithm is 
compared with existing machine learning algorithm such as SVM, LR, DT, and KNN. From the experimental result 
analysis, the proposed Gaussian NB algorithm achieves 97.20% accuracy of Heart disease prediction. Health monitoring 
is the major problem in today’s world. Due to lack of proper health monitoring, patient suffer from serious health issues. 
There are lots of IoT devices now days to monitor the health of patient over internet. Health experts are also taking 
advantage of these smart devices to keep an eye on their patients. With tons of new healthcare technology start-ups, IoT 
is rapidly revolutionizing the healthcare industry.  
Keywords: IoT; Machine Learning; Prediction; Accuracy; Healthcare 
 
Received 18.01.2023     Revised 16.02.2023                       Accepted 21.03.2023 
 
INTRODUCTION 
In recent years, the Internet of Things (IoT) has been used as a monitoring and assessment tool to track 
the current condition of structure or machine or equipment. This tool collects, analyses, and transfers the 
various data parameters related to the service condition of the equipment, structure, or machine. This 
ultimately leads to optimization of cost as per its repair and maintenance of the machine is concerned. It 
even reduces the related manpower as well. In addition, the life of the machinery can be extended by 
early detection or identification of the issues and their corrective measure[1]. IoT is nothing but linking 
computers to the internet utilizing sensors and networks [2]. These connected components can be used 
on devices for health monitoring. The used sensors then forward the information to distant locations like 
M2M, which are machinery for computers, machines for people, handheld devices, or smartphones [3]. It 
is a simple, energy-efficient, much smarter, scalable, and interoperable way of tracking and optimizing 
care to any health problem. Nowadays, modern systems are providing a flexible interface [4], assistant 
devices , and mental health management lead a smart life for the human being. 
IoT-based healthcare applications are utilized to gather essential data, such as real-time changes in health 
parameters and updates of medical parameter’s severity within a standard time interval, so IoT devices 
incessantly produce huge amounts of health data. The IoT is acknowledged as the most crucial future 
technology and is gaining much attention from healthcare industries [5], 
Heart disease is a grave disease that influences the heart’s functionality and gives rise to complications 
such as infection of the coronary artery and diminished blood vessel function. Heart disease patients do 
not feel sick until the very last stage of the disease, and then it is too late because the damages have 
become irretrievable. In the past years, sensor networks for healthcare IoT have advanced quickly, so it is 
now possible to incorporate instantaneous health data by linking bodies and sensors. It is important to 
diagnose patients early by means of ECG. IoT-based heart attack detection systems raise privacy and 
security concerns. As mobile devices are possible targets for malevolent attacks, more studies are needed 
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on safety countermeasures. A fault-tolerant algorithm should be developed for a dependable IoT system 
[6].  
The structure of this paper is as follows. Section II presents literature survey related to heart disease 
prediction. Section III briefly discusses the proposed methodology, and Section IV explores the 
experiment’s result and analysis. Section V provides conclusions and future enhancement. 
 
RELATED WORK  
Ali et al. [7] introduced an automated diagnostic framework for heart disease diagnosis. First, 
normalization was done on feature vectors, and then the data were divided into training and test datasets. 
Subsequently, selection and feature ranking were done on the trained data using a statistical framework. 
The same subset of features that was chosen by the framework in the training phase was utilized for 
testing the data. The training data with a reduced number of features were employed by a neural network 
(NN) for training purposes. The performance of the trained NN was assessed using the test data. 
Bo Jin, Chao Che et al. [8] proposed a “Predicting the Risk of Heart Failure With EHR Sequential Data 
Modeling” model designed by applying neural network. This paper used the electronic health record 
(EHR) data from real-world datasets related to congestive heart disease to perform the experiment and 
predict the heart disease before itself. We tend to used one-hot encryption and word vectors to model the 
diagnosing events and foretold coronary failure events victimization the essential principles of an 
extended memory network model. By analysing the results, we tend to reveal the importance of 
respecting the sequential nature of clinical records. 
Ashir Javeed, Shijie Zhou et al. [9] designed “An Intelligent Learning System based on Random Search 
Algorithm and Optimized Random Forest Model for Improved Heart Disease Detection”. This paper uses 
random search algorithm (RSA) for factor selection and random forest model for diagnosing the 
cardiovascular disease. This model is principally optimized for using grid search algorithmic program. 
Two forms of experiments are used for cardiovascular disease prediction. In the first form, only random 
forest model is developed and within the second experiment the proposed Random Search Algorithm 
based random forest model is developed. This methodology is efficient and less complex than 
conventional random forest model. Comparing to conventional random forest it produces 3.3% higher 
accuracy. The proposed learning system can help the physicians to improve the quality of heart failure 
detection. 
Abhay Kishore et al. [10] developed Heart Attack Prediction Using Deep Learning in which This paper 
proposes a heart attack prediction system using Deep learning procedures, explicitly Recurrent Neural 
System to predict the probable prospects of heart related infections of the patient. Recurrent Neural 
Network is a very ground-breaking characterization calculation that utilizes Deep Learning approach in 
Artificial Neural Network. The paper talks about in detail the significant modules of the framework 
alongside the related hypothesis. The proposed model deep learning and data mining to give the precise 
outcomes least blunders. This paper gives a bearing and point of reference for the advancement of 
another type of heart attack prediction platform. Prediction stage. 
Bhuvaneswari et al. [11] use the Naive Bayes classifier for medical use. The authors used two well-known 
algorithms, the Back Propagation Neural Network (BNN) and the Nave Bayesian (NB) data mining 
classification, to study the previous experience and to calculate the probability of an object among all 
objects. Bayesian techniques have been developed for probability concepts. The previous backend is 
computed by bay rules based on the exact nature of the probability model, and the Naive Bayes classifier 
is used to study very efficiently in the supervised learning environment. 
Md. Shahriare Satu et.al [12] present that Heart Disease is one of the leading diseases that causes 
enormous loss of lives all over the world. Some unusual approaches to find out significant factors of heart 
diseases have been considered by the authors. They have used two heart disease data (Cleveland & 
Hungarian) and both of them are divided into 33%, 65% and 100% data. Values of different range of 
individual attributes in these data are determined to find out relevant factors of this disease. Then, 
different semi supervised learning algorithms such as Collective Wrapper, Filtered Collective and Yet 
Another Semi Supervised Idea are used to analyze heart disease data. Metrics of these classifiers like 
accuracy, f-measure and area under ROC have been calculated to justify individual classifiers and specify 
the best semi supervised learning algorithm. This algorithm is explored significant and irrelevant factors 
of heart disease by removing attributes one after another sequentially and observing the outcomes of 
classification. Experimental results on two real data demonstrates the effectiveness and efficiency of the 
analysis 
Sarath Babu et al. [13 have suggested that medical data mining will explore the secret trends of medical 
data sets with great potential. These trends may be used to diagnose clinically. The data must be obtained 
in a structured manner. From the healthcare profiles, the patient can be predicted by 14 characteristics, 
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such as age, sex, blood pressure and blood sugar etc. Such attributes are fed in the prediction of heart 
disease with K-means algorithms, MAFIA algorithms and decision tree classification, using data mining 
technology to diagnose heart disease; it can achieve as much precision as it can when diagnosing a heart 
condition. By this medical industries could offer better diagnosis and treatment of the patient to attain a 
good quality of services. The main advantages pointed in the research are: early detection of heart disease 
and its diagnosis correctly on time and providing treatment with affordable cost. 
 
PROPOSED MODEL 
The proposed model developed for medical data classification and prediction employs artificial 
intelligence and machine learning techniques. Sensors (wearables) and datasets are essential components 
of the proposed research. The proposed prediction model for heart disease is shown in Figure 1. 
The medical data collected by the sensors was transferred to the system via Bluetooth and stored as 
binary and comma-separated value (.csv) files. The medical data was kept in the cloud for evaluation by 
users and doctors. Data pre-processing in Machine Learning refers to the technique of preparing 
(cleaning and organizing) the raw data to make it suitable for a building and training Machine Learning 
models. Feature Selection is the method of reducing the input variable to your model by using only 
relevant data and getting rid of noise in data. It is the process of automatically choosing relevant features 
for your machine learning model based on the type of problem you are trying to solve. The classification 
algorithms used in the present work are  Gaussian NB, In this prediction model, data stored in the cloud 
was accessed and processed for medical data classification.  
 

 
Figure1: Heart Disease Prediction Model 

DATASET DESCRIPTION 
Cleveland Heart Disease [29] dataset is considered for testing purpose in this study. During the designing 
of this data set there were 303 instances and 75 attributes, however all published experiments refer to 
using a subset of 14 of them. In this work, we performed pre-processing on the data set, and 6 samples 
have been eliminated due to missing values. The remaining samples of 297 and 13 features dataset is left 
and with 1 output label. The output label has two classes to describe the absence of HD and the presence 
of HD. The Figure2 shows Cleveland Heart Disease dataset. 

 
Figure 2: Cleveland Heart Disease 

 

Jagadeesan  et al 



BEPLS Vol 12 [4] March 2023                 272 | P a g e            ©2023 AELS, INDIA 

 
Performance Evaluation Metrics 
Evaluation of the proposed model is performed focusing on some criteria, namely, accuracy, recall, 
precision, and F-score.  
Accuracy is one of the most important performance metrics for classification. It is defined as the 
proportion between the correct classification and the total sample, as shown in the following equation: 
 
Accuracy = TP+TN/TP+FP+FN+TN ------------------------------------------------------------(1) 
Recall is the small portion of sufficient instances over the overall quantity of applicable instances which 
have been recovered. The recall equation is shown as follows: 
Recall = TP/TP+FN -------------------------------------------------------------------------------(2) 
Precision is identified as follows: 
Precision = TP/TP+FP -------------------------------------------------------------------------- (3) 
The F-measure is often referred to as the F1-score as follows, and it measures the mean value of precision 
and recall: 
F1 Score = 2*(Recall * Precision) / (Recall + Precision) ------------------------------------------------(4) 
 
Experimental Analysis 
The proposed Gaussian NB algorithm is compared with existing ML algorithm such as SVM, LR, DT, and 
KNN.  The proposed Gaussian NB archives 97.20% of accuracy, 91% of Recall, 92.22% of precision and 
90.11% of F-Score. 

 
Figure 3: Heart disease prediction Accuracy Comparison 

 
Figure 4: Heart disease prediction Recall Comparison 
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Figure 5: Heart disease prediction Precision Comparison 

 
Figure 6: Heart disease prediction Precision Comparison 

CONCLUSION 
The primary objective of this article is to examine the effect of feature selection approaches on the 
accuracy of heart disease prediction. This analysis was conducted against a collection of distinctive 
features extracted from frequently used Cleveland heart disease datasets available at the University of 
California, Irvine using various feature selection algorithms. In this work, IoT based Healthcare system for 
diabetics disease prediction is proposed using Gaussian Naïve Bayes machine learning algorithm. The 
proposed Gaussian NB algorithm is compared with existing machine learning algorithm such as SVM, LR, 
DT, and KNN. From the experimental result analysis, the proposed Gaussian NB algorithm achieves 
98.78% accuracy of Heart disease prediction. In the future, real-time medical datasets gathered from 
different countries can be used to model development. This could enhance the performance with 
improved accuracy for heart disease prediction. 
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